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AAABSTRACTBSTRACTBSTRACT   

Data clustering is not a single things but it is 

a process of positioning similar data into 

groups. A gathering algorithm partitions a 

data set interested in several collections 

based on the attitude of take full advantage of 

the intra-class similarity and reducing the 

inter-class similarity. This paper analyze the 

three major clustering algorithms: K-Means, 

Hierarchical clustering and Density based 

clustering algorithm and compare the 

performance of these three major clustering 

algorithms on the software defect data set and 

measure cluster building ability of algorithm. 

Performance of these techniques are 

presented and compared using a clustering 

tool WEKA. 

Keywords:— Clustering Algorithms: K-

means algorithms, Hierarchical clustering, 

Density based clustering algorithm, Weka. 

I. II. II. INTRODUCTIONNTRODUCTIONNTRODUCTION   

Anthony Williams [1] Repetition is a technical 

issue in the life cycle of a software project 

development. Duplicate is closed as many 

spaces between codes, change code elsewhere 

and error at the bottom of the line All technical 

problems reported in a report known as 

problems report .If any bug is reported in the 

problem report but is already covered by 

another problem report this occurrence is 

known as a repetition error. A duplicate bug is 

created in any phase test and is sometimes 

automatically generated for coding or phase 

testing with the help of data mining. It is easily 

classified and analyzed in the software 

engineering field. 

1.1. Clustering Algorithms 

Clustering is a Machine Learning technique 

that involves the grouping of data points. 

Given a set of data points, we can use a 

clustering algorithm to classify each data point 

into a specific group. In theory, data points that 

are in the same group should have similar 

properties and/or features, while data points in 

different groups should have highly dissimilar 

properties and/or features. Clustering is a 

method of unsupervised learning and is a 

common technique for statistical data analysis 

used in many fields.  

Many algorithms exist for clustering. 

Following figures showing three major 

clustering methods and their approach for 

clustering. 

1.1.1 K-means Clustering 

MacQueen J. B. [2] is introduced when the 

mahattam range is used and the centroid is 

calculated as part of medium smarter than 

methods. K-means is a widely used method of 

classification. K-means algorithm is the most 
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widely used segmentation algorithm because it 

can be easily implemented and is the most 

efficient in terms of execution. For example we 

visualize featured data set as: 

Figure 1. Visualize of K-means Clustering 

1.1.2 Hierarchical clustering 

Mansh Verma, Mauly Srivastava, Neha Chack, 

Atul Kumar Diswar and Nidhi Gupta [3] 

presented about Sequential collection using the 

classic value at the top. Hierarchical Clustering 

forms a cluster or, in other words, a cluster 

tree. An example explains: 

 
Figure 2. Visualize of Hierarchical clustering 

 Agglomerative (bottom up) 

1. It starts with a singleton point. 

2. Repeat to add two or more suitable 

groups. 

3. Stop where the number of k groups 

is found. 

 Divisive (top down) 

1. Start with a large collection. 

2. It is often divided into smaller 

groups. 

3. Stop where the number of k groups 

is found. 

This figure show that the result of 

Hierarchical clustering Methods with 

single-linkage [7] between data points 

using WEKA tool. 

 Density based clustering 

Timonthy C. Havens [4] presented about. It 

only supports the number of clusters the 

interface is visible when the integrated cluster 

does. Strength collection algorithms attempt to 

obtain collections based on increasing data 

facts in a section. The basic idea of mass 

compilation is that in each case the collection 

area should be at least containing a minimum 

number of cases (MinPts). 

 
Figure 3. Visualized of Density based Clustering. 
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Above figure showing the result of density-

based clustering methods using WEKA tool. 

II. RII. RII. RELATEDELATEDELATED   WWWORKORKORK   

Shepperd, Schofield and Kitchenham [5] 

discussed the need to estimate the cost of 

management and software development 

organizations and provided the concept of 

forecasting and rating methods. 

Alsmadi and Magel [6] discussed how data 

mining provides space for a new software 

project with its quality, cost and complexity 

also forming a channel between data mining 

and software engineering. 

Boehm, Clark, Horowitz, Madachy, Shelby 

and Westland [7] discussed that some software 

companies are experiencing some accuracy 

issues depending on his data set after the 

forecasting software company offered a new 

idea to define a project cost schedule and 

determine a staff time table. 

K.Ribu [8] discussed the need for open source 

code projects that are analyzed by predicting 

and discovering a software project that focuses 

on the object with case models. 

Nagwani and Verma [9] discussed that the 

software bug (bug) prediction and bug and bug 

rating for all software summaries, with data 

mining also discussed the software bug. 

Hassan [10] argued that a complex data source 

(audio, video, text, etc.) requires a lot of buffer 

to process and does not support standard size 

and buffer length. 

Li and Reformate [11] discussed that .the 

software configuration management system 

includes documents, software code, case 

statistics, tracking and incorporating update 

data. 

Elcan [12] argued that the COCOMO model 

was undermined by accurate cost estimates and 

there is a lot about cost estimation because in 

project development it involves a lot of 

flexibility and therefore a COCOMO 

measurement over time and metrics. 

Chang and Chu [13] discussed that in terms of 

finding a large database pattern and its 

variability and the relationship between them 

in the organization of data mining 

organization. 

Kotsiantis and Kanellopoulos [14] discussed 

this major flaw in the development of a 

software project and also discussed a pattern to 

provide space for prediction and integrated 

governance to reduce the pass rate in the 

database. 

Pannurat, N. Kerdprasop and K. Kerdprasop 

[15] discussed that organizational law provides 

for the relationship between large databases 

such as software project time, cost record and 

assistance in project implementation. 

Fayyad, Piatesky Shapiro, Smuth and 

Uthurusamy [16] discussed that separation 

creates a relationship or map between the data 

object and the classes described earlier. 

Stern and Vassillios [17] argued that in the 

analysis of the combination of the same object 

placed in the same group it also classified the 

attribute in the group so that the differences 

between the groups were increased in relation 

to the differences within the groups. 

Runeson and Nyholm [18] have argued that 

code replication is an independent language 

problem. Repeatedly another report of a 

problem in software development and 

duplication arises using a neural language with 

a data mine. 

Vishal and Gurpreet [19] argued that the data 

mine analyzes data and researches hidden data 

from the text in the development of a software 

project. 
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The Lovedeep and Arti data mine [20] offers a 

specific software engineering platform where 

most functions are easily operated with the best 

quality and reduce the cost and problems of 

high profile. 

Nayak and Qiu [21] discussed that often time 

and cost, related problems arise from software 

project development these problems identified 

in the problem report, data mining provides 

help in reducing problems and isolating and 

reducing other software-related bugs. 

This paper analyzes three major integration 

algorithms: K-Means, Hierarchical clustering 

and Density based clustering algorithm and 

compares the performance of these three major 

integration systems in a software data setting 

and measures the ability to create a set of 

algorithms. The implementation of these 

strategies was presented and compared using 

the WEKA integration tool. 

III. MIII. MIII. METHODOLOGYETHODOLOGYETHODOLOGY   

The data sets are collected and processed after 

which it is converted into a suitable format. 

Post this step, clustering is done and results are 

displayed in an understandable format. Our 

application helps to bridge the gap between the 

consumer and the software bug by giving the 

software information on consumers’ choices 

and preferences. 

3.1. Data Preparation 

A software error occurs in the problem report 

and all problem reports collected in two 

categories: available and unavailable. In the 

recoverable group the error was easily detected 

automatically with the software bug tracking 

system GANTS. Set up on the MASC intranet 

to collect and store all problem reports from all 

MASC departments. 

 

 

Table 1: Mistaken Bug Representation by 

Dependable & Explanatory Variables 

 

If a bug is already covered by another report 

of a problem it is known as a duplicate-bug. 

Duplicate-bug arises from the use of code. 

Duplicate-bug classification is now done 

using a number of standard data mining 

operations, data processing, integration, 

classification, merging and operations need to 

be done. The database is built into the MS-

Excel database, MS word 2010. The data is 

compiled according to the required format and 

formats and the data is converted to ARFF 

(affiliate file format) for processing to set. 

The ARFF file is an ASCII text file that 

describes a list of situations that share a set of 

symbols. 

3.2. Data Selection and Transform 

Often finding the best learning program for a 

given task is a matter of trial and error. 

Several techniques will need to be tested with 

different parameters, and their results have 

been analyzed to find the most suitable. 

Experimenter is used to make this process 

automated, it can queue up multiple machine 
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learning algorithms, to run on multiple data 

sets and collect statistics on their 

performance. By performing a collection 

analysis on weka. I uploaded a set of data set 

to the image shown in the image. By default 

the data set must have it in CSV format. 

 
Figure 4: Representation of Simple K-Means clustering 

 
Figure 5: Representation of Hierarchical Clustering 

Figure 6: Representation of DBSCAN clustering 

3.3. Data Mining Implementation 

Weka is the data mining tool to classify data 

into different types. It is the first model to 

provide a graphical user interface. To make 

the merger we use the promise data area. 

Provides details of a previous analysis project. 

With the help of statistics we show the 

effectiveness of the various algorithms used in 

weka. We set the most suitable tool for data 

mining applications. This paper only shows 

weka compilation functions, we will try to 

make a complete weka reference paper. 

Assembling is a major metaphor for mining 

data, as well as the standard mathematical 

data analysis method used in many fields, 

including machine learning. I use Enter data 

input tools for this purpose. It provides a 
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batter interface to the user rather than 

comparing other data mining tools. 

3.4. Results and discussion- 

The section above involves a study of each of 

the three previously introduced methods using 

the Collection Tool in a bank data set with 9 

symbols and 61 entries. Data set integration is 

done with each merging algorithm using the 

Keep tool and the results are: 

Table 2: Comparison result of algorithms 

using weka tool 

 

From the table above it is clear that K-Means 

and the making of moderately based 

combinations provide more accurate results 

compared to Hierarchical integration. K-

Means offers 2 sets and 2 repetitions without 

a Log Likelihood. Make a compact-based 

collection with the negative value of Log 

Likelihood which shows fewer opportunities. 

K-Means does not offer bad Log Likelihood 

prices. 

V. CV. CV. CONCLUSIONONCLUSIONONCLUSION   

After analyzing the test results of the 

algorithms we can draw the following 

conclusions: The performance of the K-

Means algorithm is better than the 

Hierarchical Clustering and Make density 

based algorithm. All algorithms have 

ambiguity in some (bug) data when 

combined. The robustness algorithm is not 

suitable for data with high density variability. 
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