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ABSTRACT

Blood group identification is a critical process
in healthcare for safe blood transfusions,
organ transplants, and emergency treatment.
Traditional laboratory-based methods are
invasive, time-consuming, and often
inaccessible in remote or resource-limited
areas. This study presents a deep learning-
based approach for non-invasive blood group
classification using fingerprint images. Three
main techniques were employed: an Enhanced
Improved Convolutional Neural Network
(Enhanced ICNN) with residual blocks and
advanced preprocessing (CLAHE, Gaussian

filtering, adaptive thresholding,
normalization), VGGI16-based transfer
learning, and ResNet50-based transfer

learning. The Enhanced ICNN also
incorporates class-weight handling, Dropout,
and Batch  Normalization to improve
generalization and reduce overfitting. The
VGGI16 and ResNet50 models leverage
pretrained ImageNet features with custom
classification heads and fine-tuning to adapt
to fingerprint-specific patterns. Experiments
were conducted on a Kaggle fingerprint
dataset comprising 6,000 images across 8
blood groups, split into training, validation,
and test sets. The Enhanced ICNN achieved
the highest test accuracy of 91.56% with low
test loss, outperforming transfer learning
models while maintaining moderate
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computational cost. The results demonstrate
that the proposed approach provides a
balanced, accurate, and efficient solution
suitable for real-world applications, offering a
practical alternative to conventional blood
group identification methods.
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Enhanced ICNN, Transfer Learning, VGGIo6,
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I. INTRODUCTION

A. Background

In contemporary healthcare, blood group
identification plays a critical role in organ
transplantation, safe blood transfusion, and
emergency medical care. Traditionally,
blood group determination requires blood
sample collection followed by laboratory-
based serological testing. Although
accurate, these methods are invasive, time-
consuming, and often inaccessible in remote
or resource-constrained regions. In contrast,
biometric technologies—particularly
fingerprint recognition—offer a rapid, non-
invasive, and widely accepted means of
identity verification and data acquisition.
With recent advancements in machine
learning (ML) and artificial intelligence
(AI), researchers are increasingly exploring
innovative approaches that integrate
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biometric information with medical

diagnostics.

One such promising research direction
involves predicting an individual’s blood
group using fingerprint images, enabling a
contactless and scalable solution for blood
group identification. This approach is
particularly beneficial for public health
programs, emergency medical services, and
remote healthcare camps where
conventional blood testing may not be
feasible. In this study, we focus on
developing a machine learning—based
framework that utilizes fingerprint image
data for blood group prediction.

To achieve this, three deep learning
approaches are explored:

(1) An Enhanced Improved
Convolutional Neural Network
(CNN) designed specifically for
fingerprint feature extraction,

(i1) Transfer learning using the VGG16
architecture.

(111) Transfer learning
ResNet50 architecture.

using the

The models are trained on a comprehensive
dataset of fingerprint images belonging to
the eight standard blood groups—A+, A—,
B+, B—, AB+, AB—, O+, and O-. The
fingerprint images are captured in grayscale
BMP format and undergo preprocessing
steps such as normalization, resizing, and
data augmentation to enhance model
generalization and reduce overfitting.
Among the machine learning techniques
evaluated, CNN-based approaches
demonstrated superior performance in terms
of classification accuracy, feature
discrimination, and robustness.

Biometric identification has become a
foundational component of modern security
systems, healthcare applications, and digital

authentication frameworks. Among various
biometric modalities—including iris, facial
features, palm prints, and voice—
fingerprints, particularly thumb
impressions, remain the most widely used
due to their permanence, uniqueness,
universality, and ease of acquisition. The
ridge patterns in a human thumb
impression—comprising ridges,
bifurcations, deltas, ridge endings, islands,
and minutiae points—are genetically
influenced and remain stable throughout an
individual’s lifetime. These dermatoglyphic
features provide a rich source of
information for computational analysis and
have long been studied in forensic science,
anthropology, and biomedical research.

Blood group identification is equally vital
in areas such as emergency medicine,
surgery, trauma care, forensic
investigations, and transfusion safety.
Conventionally, blood group detection
relies on invasive serological methods
based on antigen—antibody reactions.
Despite their high accuracy, these
techniques require blood samples, skilled
personnel, and laboratory infrastructure,
making them unsuitable for time-critical or
remote healthcare scenarios. Recent
dermatoglyphic studies suggest that certain
physiological, genetic, and hematological
characteristics may be reflected in
fingerprint ridge morphology. This
observation has given rise to an
interdisciplinary research domain
combining biometrics, dermatoglyphics,
biomedical science, and machine learning.
Preliminary studies have reported potential
correlations between ridge density, core—
delta configurations, and blood groups,
indicating that non-invasive, image-based
blood group prediction is computationally
feasible.

Simultaneously, advancements in deep
learning—particularly Convolutional
Neural Networks (CNNs)—have
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significantly enhanced image analysis
capabilities. CNNs can automatically learn
hierarchical spatial and texture-based
features that are difficult to extract using
conventional image-processing techniques.
Furthermore, transfer learning has enabled
the adaptation of pretrained deep networks
such as VGG16 and ResNet50—originally
trained on large-scale image datasets—for
specialized biomedical applications with
limited domain-specific data.

In the present study, a dataset of high-
resolution BMP-format thumb impression
images covering all eight ABO/Rh blood
groups (A+, A—, B+, B—, AB+, AB—, O+,
O-) is utilized. The images undergo
standardized preprocessing steps including
grayscale normalization, resizing to deep-
learning-compatible dimensions, data
augmentation to increase sample diversity,
and class balancing to address data
imbalance issues.

Dermatoglyphic feature
performed using three
approaches:

learning is
CNN-based

Enhanced CNN: a custom-designed
architecture optimized for fingerprint ridge
feature extraction,

VGG16: a deep transfer learning model
known for strong hierarchical texture
representation, and

ResNet50: a residual learning architecture
enabling deeper feature extraction and
improved gradient propagation.

All transfer learning models are fine-tuned
to capture discriminative ridge-based
patterns potentially associated with specific
blood groups. By comparing the learning
behavior, feature extraction capability, and
classification performance of these models,
this study evaluates the feasibility,
accuracy, and robustness of a fully non-
invasive, 1image-driven blood group

prediction system. The integration of
dermatoglyphics, biometrics, and deep
learning presents a promising foundation
for future biomedical applications,
particularly in emergency healthcare and
resource-limited environments.

B. Motivation

In emergency situations, such as accidents
or disaster management scenarios, rapid
identification of an individual's blood group
can save lives. A system that predicts blood
group from a simple thumb impression
would eliminate dependency on laboratory
facilities, making it particularly useful in:
Emergency healthcare, Rural and remote
locations, Border security, Disaster
response, Digital health record systems

Deep learning, especially Enhanced
Convolutional Neural Networks (CNNs),
has shown significant success in image
classification tasks. Models like VGG16
and ResNet50, pretrained on large datasets
such as ImageNet, can extract high-level
visual features even from ridge-based
thumb impressions. Using transfer learning,
these models can be adapted to classify
blood groups based on fingerprint patterns.

This study demonstrates the potential of
advanced deep learning approaches for
fingerprint-based blood group prediction by
focusing on the following objectives: To
fairly compare the baseline ICNN and the
enhanced ICNN using the same dataset,
identical preprocessing steps, and a
consistent experimental setup, ensuring an
unbiased evaluation of fingerprint-based
blood group prediction performance. To
assess the 1impact of architectural
enhancements, improved training strategies,
and effective class-imbalance handling on
model accuracy, robustness, and reliability,
while ensuring a transparent and
reproducible evaluation process. To apply
transfer learning using pretrained VGG16
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and ResNet50 models and systematically
compare their performance using standard
evaluation metrics such as accuracy,
precision, recall, and F1-score.

II. LITERATURE REVIEW

Tripathy et al. [1], investigated an
integrated fingerprint-based blood group
testing framework using deep learning
techniques and reported improved
classification performance. The main
objective of this research is to develop a
non-invasive, fast, and cost-effective blood
group detection system using fingerprint
images and machine learning techniques,
specifically an Improved Convolutional
Neural Network (ICNN).

More specifically, the paper aims to:
Eliminate the need for invasive blood
sample collection. Use fingerprint ridge and
minutiae patterns as biometric indicators for
blood group prediction. Design a smart Al-
based diagnostic system suitable for remote,
rural, and resource-limited healthcare
environments

Achieve reliable classification of eight
blood groups: A+, A—, B+, B—, AB+, AB—,
O+, O—

Data Source: The dataset used in this study
is a research-oriented fingerprint image
dataset, collected and curated specifically
for experimentation.

Key points: Fingerprint images were
collected along with corresponding blood
group labels. Images are stored in BMP
format. The dataset is evenly balanced
across all blood group classes

(The paper does not mention a public
Kaggle or UCI repository, indicating a
controlled or custom dataset.)

Table 1: Paper[1] Dataset Description:

Attribute Details
Total Images 6000
Image Type Grayscale fingerprint images

Initially 96x103, resized to
128x128

8 classes (A+, A—, B+, B—,
AB+, AB—, O+, O-)

Image Size

Blood Groups

Images per Class | 750

70% Training, 15% Valida-
tion, 15% Testing

Dataset Split

This balanced dataset ensures no class
imbalance bias during training and
evaluation

Data Preprocessing and Methodology:
Preprocessing plays a vital role in
improving fingerprint clarity and CNN
performance. Fingerprint images were first
converted to grayscale to reduce
computational complexity while retaining
important ridge information. All images
were then resized to 128 x 128 pixels to
ensure a uniform CNN input size. A
Gaussian blur with a 3 x 3 kernel was
applied to remove noise while preserving
ridge structures. CLAHE was used to
enhance local contrast, highlight fine ridge
and valley patterns, and prevent noise over-
amplification. Adaptive thresholding
converted grayscale images into binary
format, effectively handling wuneven
illumination and pressure variations.
Finally, pixel values were normalized and
images were reshaped to (128, 128, 1) for
CNN input.

The methodology is based on an Improved
Convolutional Neural Network (ICNN) that
automatically extracts spatial and textural
fingerprint features. The architecture
includes convolutional layers with ReLU
activation, max-pooling layers, fully
connected dense layers, and a Softmax
output layer for multiclass classification.
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The model was trained using the Adam
optimizer and categorical cross-entropy
loss. Data augmentation techniques such as
rotation, flipping, and scaling were applied
to improve generalization. Training was

performed for 300 epochs without
preprocessing and 100 epochs with
Gaussian blur and CLAHE. Model

performance was evaluated using accuracy,
precision, recall, F1-score, and a confusion
matrix.

The baseline CNN model trained for 300
epochs without any preprocessing achieved
an accuracy of 86%, with a precision of
0.88, recall of 0.84, and an Fl-score of
0.86. In comparison, the CNN model
enhanced with CLAHE and Gaussian blur
preprocessing required only 100 epochs for
training and attained an accuracy of 85%.
This preprocessed model maintained the
same precision value of 0.88, while
achieving a recall of 0.83 and an F1-score
of 0.85. These results indicate that although
there is a marginal reduction in accuracy,
the use of preprocessing significantly
reduces training time while preserving
comparable classification performance.

Eenaja et al. [2], proposed an innovative
approach for blood group detection using
image processing and fingerprint
recognition techniques.

Traditional blood group determination
methods are invasive, time-consuming, and
dependent on laboratory reagents and
skilled personnel, resulting in significant
delays in emergency or rural healthcare
environments. To address these limitations,
the present study proposes a novel, non-
invasive approach to blood group prediction
using fingerprint biometrics integrated with
advanced 1mage processing and deep
learning. The system captures fingerprint
images using a smartphone or scanner,
followed by preprocessing that includes
noise filtering and grayscale conversion.

Feature extraction is performed using ORB,
GLCM, and HOG descriptors to capture
ridge texture and pattern variations. A
lightweight MobileNet architecture is
employed for classification, trained on a
self-generated dataset of 60,000 thumb
fingerprint images, categorized into 8 blood
group classes. A chatbot-based interface
provides accessible, real-time predictions.
Experimental results demonstrate high
performance, with ResNet50 achieving
95.3% accuracy on the BloodHub Dataset,
the custom CNN model achieving 94.8%
accuracy on the custom fingerprint dataset,
and MobileNet attaining 93.6% accuracy on
the BloodCell-Detection dataset. These
results confirm that fingerprint-based blood
typing is feasible and effective, consistently
achieving more than 94% diagnostic
accuracy. Therefore, this system holds
strong potential for reagent-free, low-cost,
portable, and scalable blood-group
screening in emergency, remote, and
resource-constrained environments.

Patil and Ingle [3], proposed a novel
approach for ABO blood group prediction
using fingerprint images and an optimized
CNN. The primary objective of this study
was to design a robust deep learning-based
system capable of predicting an individual’s
blood group using fingerprint images. By
utilizing the inherent uniqueness and
permanence of both fingerprints and blood
phenotypes, this research aimed to explore
their correlation and enable a non-invasive
blood type prediction technique.

A real-time fingerprint dataset was created
consisting of 392 subjects and 3,920
fingerprint images, captured using a 500
DPI DX HFDUO06 digital scanner. The
dataset contained individuals aged 18-58
years with varying gender distribution and
blood groups. Before classification,
statistical analysis using chi-square tests
was performed to understand significant
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relationships between fingerprint patterns
(whorl, loop, arch) and blood groups (A, B,
AB, O including Rh factor). The
preprocessing pipeline included feature
extraction, normalization, and feature
dimension reduction, ensuring model
stability and efficient learning.

The methodology consisted of
implementing and comparing multiple deep
learning architectures: LeNet-5, ZFNet,
AlexNet, and the proposed Optimized CNN
model (an enhanced AlexNet-based
architecture with 11x11, 5x5, 3x3
convolution filters, ReLU activation, batch
processing, max-pooling, dropout, and
Adam optimization). The proposed CNN
model effectively learned ridge-based
minutiae and texture patterns from
fingerprints for multi-class blood group
prediction.

Comparative performance analysis
demonstrated that the proposed architecture
significantly outperformed existing CNN
models. It achieved a test accuracy of
95.27%, with improved precision, recall, F1
-score, and reduced wvalidation loss.
Individual class predictions also showed
strong accuracy: A (95.01%), B (94.50%),
AB (98.02%), and O (93.55%).

Thus, the proposed model greatly enhances
the reliability of non-invasive blood group
prediction using fingerprint images. Future
scope includes expanding the dataset across
populations, integrating deeper CNN
models with attention mechanisms, and
exploring the prediction of genetic or
lifestyle diseases using fingerprint
biomarkers.

Shah et al. [4], presented a fingerprint
recognition approach based on region of
interest (ROI) extraction from fingerprint
images. The paper aims to establish a
scientific relationship between fingerprint
ridge characteristics and human ABO blood

groups using deep learning. The main
objective is to accurately classify 4 blood
groups (A, B, AB, and O) from fingerprint
images with an automated approach. The
dataset consists of fingerprint samples
collected from individuals, with multiple
images per subject to ensure consistency in
dermatoglyphic patterns. The fingerprint
images undergo essential preprocessing
steps such as grayscale conversion, noise
removal, normalization, and resizing to a
fixed CNN input dimension (typically
128x128 or 256%x256 pixels) to enhance
ridge visibility and improve model training
stability. The proposed methodology uses a
Convolutional Neural Network (CNN)
consisting of several convolution layers,
activation layers (ReLU), max-pooling
layers, and a fully connected Softmax
output layer to classify the 4 blood-group
categories. The CNN model is trained with
a train—test split (around 80% for training
and 20% for testing) and is optimized
through techniques like learning rate tuning
and dropout for generalization. The results
show that the proposed approach achieves a
high prediction accuracy ranging
approximately from 90% to 97%, which
demonstrates significant improvement over
earlier statistical and manual
dermatoglyphic methods. The study
concludes that fingerprint-based blood
group prediction using deep learning can
reduce laboratory dependency, provide
faster biometric authentication, and support
forensic and healthcare applications,
although future improvements with larger
datasets and extension to Rh factor (+/-)
classification are suggested.

V. Nikitha, [5] The study aims to explore
deep learning methods to determine whether
fingerprint ridge patterns can reliably
predict a person’s blood type. The dataset
consists of fingerprint images collected
from several individuals, each labeled with
corresponding blood group information, and
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the system assumes that these
dermatoglyphic patterns reflect biomarker
differences among blood groups. To ensure
feature clarity and model performance,
preprocessing includes noise reduction,
contrast enhancement, and normalization,
supported by a specialized fingerprint-
enhancer tool that significantly improves
ridge visibility. The proposed methodology
uses the VGGI16 architecture through
transfer learning, where fingerprint images
are resized, normalized, and passed through
convolution layers for feature extraction,
followed by flattening and fully connected
layers implementing Softmax for
classification. Despite leveraging advanced
deep models such as VGG16, ResNet, and
AlexNet, the highest accuracy achieved was
only 0.76 (76%), leading to the conclusion
that current approaches do not yet
demonstrate strong enough correlation
between fingerprint patterns and blood
groups for practical or medical deployment;
thus, additional multimodal data such as
genetics may be needed for clinically viable
performance.

The study by Prasad et al. [6] aimed to
develop a non-invasive, fast, and accurate
method for blood group identification using
fingerprint images. The objective of the
study “Blood Group Prediction Using
Fingerprint” is to develop a non-invasive,
fast, and accurate method for identifying
blood groups using fingerprint images
instead of traditional serological tests. For
this purpose, a diverse dataset of fingerprint
images labeled with respective blood
groups was collected. The images were then
preprocessed using techniques such as noise
reduction, contrast enhancement, ridge
pattern highlighting, normalization, and
data augmentation (rotations, translations,
scaling) to ensure consistency and improve
feature visibility. These steps help
standardize the data and increase model
generalization across different populations.

The methodology involved training multiple
Convolutional Neural Network (CNN)
architectures—such as AlexNet, VGGI6,
ResNet, and Inception—on the
preprocessed fingerprint dataset to identify
features associated with different blood
groups. Model optimization techniques like
learning-rate tuning, regularization,
dropout, and validation monitoring were
used to enhance performance and reduce
overfitting. The trained models were
evaluated using standard metrics including
accuracy, precision, recall, and F1-score.
The best-performing CNN achieved around
92% accuracy, 90% precision, 91% recall,
and 90% Fl1-score, proving that fingerprint
ridge patterns can be effectively used for
blood group prediction. The results
demonstrate that the proposed CNN-based
method is a promising, non-invasive, and
computationally efficient alternative to
conventional blood group detection
techniques.

II1. PROBLEM STATEMENT

As identified in the IEEE-2025 study [1],
the effectiveness of advanced deep and
residual CNN architectures for fingerprint-
based blood group prediction remains
unexplored. Existing CNN models are
insufficiently optimized for accurate
prediction of minority blood groups, and
class 1imbalance handling remains
underexplored. In particular, no class-
specific performance optimization has been
applied, such as class-weighted loss, focal
loss, minority-aware architectures, or
feature-space analysis.

Furthermore, very few studies have
systematically compared advanced transfer
learning models such as VGGI16[5] and
ResNet50[5] for this task with a focus on
high classification accuracy. A fundamental
challenge also lies in the lack of scientific
validation to quantify the correlation
between wunique fingerprint ridge
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characteristics (dermatoglyphics) and an
individual’s specific blood group phenotype
(A, B, AB, O, and Rh factor).

Another critical issue is model robustness
and accuracy. Developing a robust, non-
invasive prediction model using deep
learning architectures like Convolutional
Neural Networks (CNNs), capable of
reliably extracting subtle biometric features
and achieving diagnostic accuracy
comparable to traditional clinical standards
(e.g., >94%) on diverse, real-world datasets,
remains a challenge (V. Patil and D. R.
Ingle, 2022) [3].

Finally, portability and deployment present
significant limitations. Designing a system

that is not only accurate but also
computationally efficient for real-time
prediction and practical deployment on
portable, low-power devices such as
smartphones or Raspberry Pi for field use is
still underexplored, thereby failing to
overcome existing infrastructure barriers
(V. Nikitha, 2024; M. L. Prasad et al.,
2025) [6].

IV. PROPOSED WORK

This study investigates fingerprint-based
blood group classification through a
structured experimental framework
involving baseline modeling, architectural
enhancement, and transfer learning-based
comparison.

First, a fair and controlled comparison is
conducted between the baseline Improved
CNN (ICNN)[1] and the enhanced ICNN by
employing the same fingerprint dataset,
identical preprocessing pipeline, and
uniform experimental settings, ensuring
unbiased performance evaluation.

Second, the study evaluates the impact of
architectural enhancements, advanced
training strategies, and class-imbalance

mitigation techniques (class-weighted loss)
on classification performance, with an
emphasis on improving predictive accuracy
and maintaining transparent and
reproducible experimentation.

Finally, transfer learning techniques are
applied using VGG16[5] and ResNet50[5]
pretrained models, including fine-tuning
strategies, to assess their effectiveness for
fingerprint-based blood group prediction.
The performance of all models is
systematically compared using standard
evaluation metrics such as accuracy,
precision, recall, and F1-score.

A.  Methodology Used:
a. VGG16-Based Transfer Learning Framework

1. Dataset Acquisition Load fingerprint images
(blood-group-wise folders)

2. Image Preprocessing Resize — Grayscale — CLAHE
- Gaussian Filter —+ Adaptive Threshold -
Normalize

3. LabelEncoding Category — Integer — One-Hot

4, DatasetSplit Train 70% | Val 15% | Test 15%

5. (Class Imbalance Handling) Distribution — Class
Weights

6. BUILD ENHANCED CNN Architecture
Design Residual Blocks + Softmax

7. Model Compilation Adam Optimizer + Accuracy

8. Model Training Early Stopping + ReduceLR

9. Model Evaluation ~ Test Set Accuracy

10. Performance Analysis Confusion Matrix + Curves

Figure 1: Enhanced ICNN Architecture Workflow
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b. Algorithm: Fingerprint-Based Blood |
Group Classification Using Enhanced ICNN

Deep learning solution using Transfer Learning with the VGG16 architecture

l

IHPUt: . . 1. Environment and install Kaggle API & Authenticate
Labeled fingerprint image dataset Data Setup Credentials
Output: Predicted blood group label for each input TN ——
image ACQUISITION (fjnge; ;irintt )b.:\sea blood
Begin
Acquire Dataset * onanox | [ e
. . BMP)
Load fingerprint images grouped by blood group
classes. 4. DATA Initialize TmagepataGenerator: Rescale [0, 1],
PREPROCESSING Augment (Train), Resize to 224 * 224

Preprocess Images
For eaCh ﬁngerprint image I iIl the dataset: 5. MODEL BASE Load VGG16 (ImageNet Weights,
Resize I to fixed spatial resolution. LOADING P A P
Convert I to grayscale.
Apply CLAHE to enhance local contrast. & CLASSIFIER i e e
Apply Gaussian filter for noise suppression. HEAD
Perform adaptive thresholding for ridge enhance- 7 INTIAL e p—————
ment. TRAINING Train approx 20 Epochs. Save Best Model
Normalize pixel intensities to [0,1][0,1][0,1].

. 8. MODEL FINE- Unfreeze VGG16 (last few blocks). Re-compile
Store preprocessed 1mage. TUNING with Low Learning Rate (10~).

Train Additional Epochs.
Encode Labels :
Assign blood group labels to all images. 9. INFERENCE/PRE Load Best Model (sos._noded. koras).
. DICTION Predict Blood Group from a New Fingerprint Image
Apply label encoding.
Convert encoded labels to one-hot vectors. .
. Figure 2: Workflow: VGG16 Two-Phase Transfer
Split Dataset I .
.. . .. . . earnin
Partition data into training (70%), validation (15%), g
. 0 . .
and g*istlnlg 5 A]t)> | Image Processing : The dataset consists of
Handle Class Imbalance : : : : :
BMP images with varying dimensions

Compute class frequency distribution.
Calculate class weights using balanced weighting

(mostly 96x103 pixels) and mixed color

scheme. formats (RGB and RGBA). To make all
Construct CNN Model samples compatible with deep learning
Initialize input layer. architectures, images were converted to
Add convolutional layers with ReLU activation. RGB. resized to 224x224x3. normalized

Insert batch normalization and max-pooling layers.

Integrate residual blocks. and vis.ually inspected for‘ quality. Data
Add fully connected layer with dropout. Collection : The fingerprint dataset was
Add softmax output layer. obtained from Kaggle and contains eight
Compile Model ABO/Rh classes: A+, A—, B+, B—, AB+,
Set optimizer = Adam. AB—, O+, and O—. The dataset was loaded
Set loss function = categorical cross-entropy. . K 1 DataG th

Set evaluation metric = accuracy. using era? . mage .ata‘ enerator' with an
Train Model 80:20 training—validation split (4803
Train model using training set and class weights. training 1images and 1197 validation
Validate model using validation set. images). Image augmentation (rotation,
Apply carly stopping. zoom, horizontal flip) was applied to
Adjust learning rate on validation loss plateau. ..

Evaluate Model strengthen generalization.

Test model on unseen test dataset. . .
Compute test accuracy and loss. Data Preprof'ess’”gf 'Data aUgmentat}Ona
Analyze Performance RGB conversion, resizing, and class-weight
Generate classification report. balancing were applied. Model-specific
Compute confusion matrix. normalization functions were used for
Plot training and validation performance curves. VGG16 and ResNet50. Class weights were

computed to reduce class imbalance effects.
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Transfer Learning Approaches : VGGI16
Transfer Learning VGG16 (without top
layers) was used as a feature extractor.
Training was done in two phases:

Phase 1: All base layers frozen; custom
classifier trained using
GlobalAveragePooling2D, Dense layers,
BatchNorm, and Dropout.

Phase 2: Last four convolutional layers
unfrozen for fine-tuning at a lower learning
rate.

Algorithm: VGG16 Two-Phase Transfer
Learning Algorithm

Phase 1: Feature Extraction (Training the New
Head)

1. Load VGG16 Base: Get the VGG16
model, pre-trained on ImageNet, but re-
move its original final classification layers.

2. Freeze Weights: Set the entire VGGI16
base model to non-trainable to lock in its
generic, powerful features.

3. Attach New Head: Add a custom classifier
on top (e.g., Flatten layer -> Dense layers -
> final 8-unit Softmax output).

4, Initial Training: Compile the model and
train it. Only the weights in the new cus-
tom head are updated. Save the best ver-
sion based on validation accuracy (Model
Checkpoint).

Phase 2: Fine-Tuning (Adapting Deep Features)

1. Unfreeze Deep Layers: Load the best
model from Step 4. Change the deep con-
volutional blocks of the VGG16 base (e.g.,
the last few) to be trainable.

2. Low Learning Rate: Re-compile the entire
model (VGG16 + New Head) using a very
small learning rate (e.g., 10”) to prevent
the existing features from being drastically
altered.

3. Final Training: Continue training for
more epochs. Both the unfrozen VGGI16
layers and the custom head are now subtly
adjusted to optimize performance specifi-
cally for the fingerprint dataset.

Inference

1. Predict: Load the final best-trained model.
Preprocess a new fingerprint image (resize
to 224 *224), and use the model to predict
the corresponding blood group.

c.ResNet50-Based Transfer
Framework

Learning

ResNet50, a deeper architecture with
residual connections, was used for advanced
fingerprint feature extraction. All layers
except the last 30 were frozen. A custom
classification head
(GAP—Dense—Dropout—Softmax) was
added. Adam optimizer and callbacks
(EarlyStopping, ReduceLROnPlateau,
ModelCheckpoint) ensured stable
convergence.

Algorithm : ResNet50
Transfer Learning Algorithm

Two-Phase

1. Data Preparation
1. Setup & Acquisition: Download and
extract the dataset.
2. Preprocessing: Use ImageDataGenerator

to:
° Rescale pixels (1/255).
L Augment the training data.

° Resize all images to 224 * 224 for
ResNet50 input.
II. Phase 1: Feature Extraction (Training Cus-
tom Head)

1. Load & Freeze Base: Load ResNet50
(ImageNet weights, include top=False).

Set base_model.trainable BFalse.

2. Attach Head: Append a custom classifier
(Pooling aDense a Dense (8, softmax)).

3. Initial Training: Compile the model (e.g.,
Adam, categorical crossentropy). Train
for N epochsl. Only the custom head's
weights are updated. Save the best
weights (W_best).

IIl. Phase 2: Fine-Tuning

1. Unfieeze Deep Layers: Load W_best. Set
the deep convolutional blocks of Res-
Net50 to trainable BTrue.

2. Re-compile: Re-compile the entire model
using a very low learning rate (e.g.,10”).

3. Final Training: Continue training for
N_epochs2 to subtly adjust the deep Res-
Net50 features to the fingerprint dataset.

1V. Inference

1. Predict: Load the final best model. Pre-
process a new image and use the model to
output the predicted blood group class.
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V. IMPLEMENTATION

A. Hardware Software Requirements

Local System (Client Machine): Processor:
11th Gen Intel® Core™ i3-1115G4 @ 3.00
GHz, Architecture: 64-bit (x64-based
processor), Installed RAM: 8 GB (7.65 GB
usable), Operating System: Windows (64-
bit), Role: Dataset preparation, code
development, monitoring training, and
result analysis

Cloud Hardware (Google Colaboratory) :
Compute Backend: Google Compute
Engine, Processor: Virtualized CPU, GPU
Support: Enabled (as provided by Colab),
Available RAM: ~12.67 GB (1.29 GB
currently in wuse), Disk Space: Total:
~112.64 GB Used: ~38.46 GB.

Role: Model training, validation, testing,
and accelerated deep learning computations

Software Requirements: Programming
Language: Python 3, Development
Platform: Google Colaboratory, Execution
Environment: Cloud-based Jupyter
Notebook, Operating System (Cloud): Linux
-based (Google Colab default)

Libraries & Frameworks: Numerical
Computing: NumPy, Data Handling:
Pandas, Image Processing: OpenCV, PIL,
Visualization: Matplotlib, Seaborn,
Machine Learning: Scikit-learn, Deep
Learning: TensorFlow / Keras (GPU-
enabled), Model Evaluation: Scikit-learn
metrics

B. Dataset Description
Data source: https://www.kaggle.com/
datasets/rajumavinmar/finger-print-based-
blood-group-dataset

Image Sizes: Mostly 96x103 pixels (some
exceptions like 241x298).
O  Image Format: BMP.

QO Image Channels: Mostly RGBA (4
channels), some RGB (3 channels).

Most deep learning models:
Expect RGB images (3 channels).

Require consistent image sizes, typically
224x224, 256x256, ctc. in Enhanced CNN
we use img_size=128

Do not support RGBA (you must convert to
RGB before feeding into CNN or pretrained
models like VGG16, ResNet50, etc.).

cluster_0_26 cluster_0_32 cluster_0_62

Z

cluster_0_205 cluster_0_211 cluster_0_218

cluster_0_320

cluster_0_343 cluster_0_381 cluster_0_400
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cluster_0_535

cluster_0_614 cluster_0_635 cluster_0_638 cluster_0_644 cluster_0_660
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Figure 3: Dataset Image Cluster of Blood Group A+
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C. Enhanced ICNN Model
Table 1: Proposed Methodology (Enhanced ICNN Model) Workflow
Step No. Phase Key Operations
1 Environment Setup g(());)gle Colab initialization, Google Drive mounting, library installa-
) Library Import Import TensorFlow, OpenCV, NumPy, Scikit-learn, Matplotlib,
Seaborn
3 Dataset Loading Load fingerprint images from class-wise folders (blood groups)
4 Imace Preprocessin Resize — Grayscale — CLAHE — Gaussian Filter — Adaptive
& p £ Threshold — Normalize
5 Feature Formatting Reshape images to (128 x 128 x 1)
6 Data Conversion Convert image and label lists to NumPy arrays
7 Label Encoding Text labels — Integer labels — One-hot vectors
8 Data Splitting Stratified split: 70% Train, 15% Validation, 15% Test
9 Cl.ass Imbalance Han- Compute and apply class weights
dling
10 Residual Block Design Implement skip connections with Conv + BatchNorm
11 Model Architecture Enhanced ICNN with CNN layers + Residual blocks
12 Model Compilation Adam optimizer, categorical cross-entropy loss
13 Model Training Epochs: 300, Batch size: 32, EarlyStopping, ReduceLROnPlateau
14 g(e)ilformance Visualiza- Plot training vs validation accuracy and loss
15 Model Evaluation Evaluate final model on test dataset
16 Classification Metrics Generate precision, recall, F1-score
17 Confusion Matrix Plot confusion matrix using heatmap
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Table 2: Architecture of the Proposed Enhanced ICNN Model

L;)(f)er Layer Type Output Shape | Kernel / Units | Parameters Description

1 Input Layer (128 x 128 x 1) |- 0 Grayscale fingerprint im-
age mput

2 |Conv2D (128 x 128 x32) |3 %3 320 pow-level feature extrac-

3 Batch Normalization | (128 x 128 x 32) |- 128 Normalizes activations

4 Max Pooling (64 x 64 x 32) 2x2 0 Spatial downsampling

5 Conv2D (64 x 64 x 32) 3x3 9,248 Feature refinement

6 Batch Normalization | (64 x 64 x 32) - 128 Stabilizes training

7 Conv2D (64 x 64 x 32) 3x3 9,248 Deep feature learning

8 |Batch Normalization | (64 x 64 x32) |- 128 izhei?tuces internal covariate

9 Residual Add (64 % 64 x 32) 3 0 Skip connection for gradi-
ent flow

10 ReLU Activation (64 x 64 x 32) - 0 Non-linearity

11 Max Pooling (32 x 32 x32) 2x2 0 Feature map reduction

12 |Conv2D (32x32x64) [3x3 18,496 Higher-level feature ex-
traction

13 Batch Normalization | (32 x 32 x 64) - 256 Training stabilization

14 Max Pooling (16 x 16 x 64) 2x2 0 Further downsampling

15 |Conv2D (16 x 16 x64) |3 x3 36,928 Deep discriminative fea-
tures

16 Batch Normalization | (16 X 16 x 64) - 256 Normalization

17 Conv2D (16 x 16 x 64) 3x3 36,928 Enhanced spatial learning

18 Batch Normalization | (16 X 16 x 64) - 256 Improved convergence

19 Residual Add (16 x 16 x 64) — 0 Residual learning

20 ReLU Activation (16 x 16 x 64) - 0 Non-linearity

21 Flatten (16,384) - 0 Vectorization

22 Dense (256) Fully Con- 4,194,560 | High-level representation

nected
23 Dropout (256) 0.5 0 Overfitting prevention
Output Dense ®) Softmax 2,056 Blood group classification
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D. Transfer Learning using the ResNet50 architecture

Table 3: ResNet50 based fine-tuned CNN

Aspect

Details (From Code Analysis)

Dataset Source

Kaggle — Finger-print based Blood Group Dataset

Total Images

6000 fingerprint images

Number of Classes

8 blood groups (A+, A—, AB+, AB—, B+, B—, O+, O-)

Train—Validation Split

80% Train / 20% Validation (using validation split=0.2)

Training Images

4803 images (8 classes)

Validation Images

1197 images (8 classes)

Image Format

BMP

Original Image Size

Mostly 96x103, some 241%298

Color Handling

Converted to RGB (3 channels) using color mode='rgb'

Final Input Size

224 x 224 x 3

Preprocessing Applied

preprocess_input (ResNet50 standard normalization)

Data Augmentation

Rotation (10°), Zoom (0.1), Horizontal Flip

Class Imbalance Handling

Yes —class _weight.compute class weight (balanced)

Base Model

ResNet50 (ImageNet pretrained)

Transfer Learning — Phase 1

Feature extraction with most layers frozen

Transfer Learning — Phase 2

Fine-tuning last 30 layers of ResNet50

Custom Head Layers

GAP — Dense(256) — Dropout(0.5) — Dense(128) — Dropout(0.4) —
Softmax(8)

Optimizer

Adam

Learning Rate

le-4 (0.0001)

Loss Function

Categorical Cross-Entropy

Batch Size 16

Epochs (Max) 30 (with Early Stopping)

Callbacks Used ReduceLROnPlateau, EarlyStopping, ModelCheckpoint
Best Validation Accuracy ~69.5%

Best Validation Loss ~0.78

Training Accuracy (final) =~ 68.4%

Training Loss (final) ~0.80

Test Set

[ Separate unseen test set not explicitly defined

Evaluation Outputs

Accuracy curves, loss curves, confusion matrix, classification report
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Model Complexity Summary
Total Parameters 4,308,736
Trainable Parameters 4,307,968

Non-trainable Parameters 768

Input Size 128 x 128 x 1

Number of Classes 8

E. Transfer
Architecture

Step 1: Base Model Selection

Pretrained model: VGG16

Trained on: ImageNet

include top = False

Input image size: 224 x 224 x 3

All convolutional layers frozen initially
Step2: Custom Classification Head
(Proposed)

Learning Using VGGI16

Table 4: VGG16-Based Fine-Tuned CNN

Trained layers: Custom head only
Phase 2: Fine-Tuning

Last 4 layers of VGG16 unfrozen
Optimizer: Adam

Learning rate: 1e-5

Epochs: 20
Purpose:
adaptation
Step 4: Dataset Split

Domain-specific fingerprint

Training set: 4,803 images (80%)
Validation set: 1,197 images (20%)
Testing: Evaluated separately
Class imbalance handled wusing
weights

class

VI1. RESULTS

A. Enhanced ICNN Architecture Results

Layer Function
GlobalAver- |Feature reduction, prevents
agePooling2D |overfitting
Batch Nor- . .
malization Training stability
Dense (256, . .
ReLU) High-level feature learning
Dropout (0.5) |Overfitting control
Batch Nor-

.. Faster convergence
malization
Dense (128,

ReLU) Feature refinement
Dropout (0.3) |Regularization

Dense (8, . .
Softmax) Blood group classification

Step 3: Training Strategy (Two-Phase)

Phase 1: Feature Extraction
VGG16 layers: Frozen
Optimizer: Adam

Learning rate: 1e-4

Epochs: 10

a) Dataset and Experimental Setup
Comparison
Base Paper Pl;g]l:;fd
Parameter |ICNN (IEEE
2025 Paper) (Enhanced
P ICNN)
Fingerprint
Data source |blood group |Same dataset
dataset
Total images | 6000 6000
8 (A+a A_a
B+, B—,
Blood groups AB+, AB—, Same 8
O+, 0-)
Image tvpe Grayscale Grayscale
getyp fingerprint fingerprint
Image size 128 x 128 128 x 128
Train—Val- |70% - 15% - |70% - 15% -
Test split 15% 15%
Test samples | 900 900
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b) Pre-processing Comparison d) Training Strategy Comparison
Base Proposed Work
. Base Paper | Proposed Work Feature
ls’:':-processmg ICNN (IEEE (Enhanced Paper (Enhanced ICNN)
P 2025 Paper) ICNN) Optimizer Adam Adam
. . Adaptive

g(r;yscale conver- Applied Applied Learning rate Fixed (Reduce ROnPlateau)

Epoch control Fixed Early stopping

. Applied (128 | Applied (128 x : ] .

Image resizing x 128) 128) Overfitting con- | Not dis Implemented

trol cussed
Contrast enhance- ) . Class imbalance |Not Ap- | Applied (class
ment (CLAHE) Applied Applied handling plied weights)
Noise reduction . : e. Performance Metrics Comparison
(Gaussian filtering) Applied Applied

. Proposed Work

Metric Base Paper
Ridge enhancement (Enhanced ICNN)
(Adaptive thresh- Applied Applied Accuracy | -85.87% Test Accuracy:
olding) Y ®  ]0.9155555367469788
Pixel normalization Applied Applied Precision | Not reported | 0.92

Recall Not reported | 0.92
Dataset hygiene Not explicitly | Explicitly handled Fl-score |Notreported |0.92
(folder consistency, . .

1 lidati discussed and verified Macro

class validation) Not Defined [ Calculated

average

¢) Model Architecture Comparison

Base Paper 5;;3513 sed
Aspect ICNN (IEEE

2025 Paper) (Enhanced

ICNN)

Depth Shallow Deeper
Residual connec- . .
tions Not Applied Applied
Batch Normaliza- 1,5 ., Extensive
tion
Regularization Minimal Dropout + BN
Loss function Categorical CE ggss-welghted

f) Confusion Matrix Value Distribution

Paper [1] Setup: Confusion Matrix (Values ~300)
Total images = 6000

Data split = 70% train / 30% test

Test set size = 30% of 6000 = 1800 images
1800 / 6 or 8 Classes = ~225-300 samples
Hence

A—~=306

O+ =222

B— =200

They simply used a much larger test set.

Enhanced ICNN (Proposed Work)
Confusion Matrix (Values ~120)

Total images = 6000

Data split = 70% train, 15% val, 15% test
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Test set size =15% of

Per class (approx):
samples per class

Hence
O+=121
B—=104
A—=136 etc.

6000 = 900 images

900 / 8 = 110-120

Table 5: Enhanced ICNN Training,
Validation, Test Accuracy and Loss

Dataset Accuracy (%) Loss
Training 98.65% 0.0366
Validation 91.56% 0.2981
Testing 91.56% 0.2262

Training, Validation & Test Accuracy

Training, Validation & Test Loss

0.7

Accuracy

05

— Training Accuracy
=== Validation Accuracy
027/ —-= Test Accuracy

— Training Loss
=== Validation Loss
—= Test Loss

0 5 10 15 20 25 30
Epochs

0 5 10 15 20 25 30
Epochs

Figure 4: Enhanced ICNN Training, Validation, Test
Accuracy and Loss Graph

w 29/29
precision
A+ 0.96
A- 0.91
AB+ 0.9
AB- 0.92
B+ 0.93
B- 0.92
0+ 0.89
0- 0.92
accuracy
macro avg 0.92

weighted avg 0.92

25 34ms/step

recall fi-score support
0.96 0.96 81
0.90 0.90 158
0.98 0.94 9%
0.92 0.92 107
0.95 0.94 9%
8.95 0.93 118
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0.84 0.87 116
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Figure 5: Enhanced ICNN Classification Report

Enhanced ICNN Confusion Matrix
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Figure 6: Enhanced ICNN Confusion Matrix

Although the base study reports a 70—-15-15
data split, the confusion matrix presented in
the paper exhibits higher absolute values.
This suggests that the matrix may have been
generated using an aggregated evaluation
set or multiple runs. In contrast, the
proposed work reports confusion matrix
values strictly corresponding to the held-out
test set, ensuring transparent and
reproducible evaluation.

B. Transfer Learning Using VGGI6
Architecture Results

Fine-tuning of the VGG16 model with a
lower learning rate significantly improved
classification accuracy and reduced
validation loss compared to the initial
feature extraction phase.

Model Accuracy Over Epochs Model Loss Over Epochs

250 4~ Tain Loss

4~ Thain Accuracy

& Validation Accuracy & Validation Loss

225
200
175
3150
125

100

075

0 5 0 5 20 i) 0 0 5 10 5 20 25 k1
Epoch Epoch

Figure 7: Transfer Learning Using VGG16 Train Val
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Table 6: Training & Validation Results
(Transfer Learning Using VGG16)

Initial Train-

C. Transfer
Architecture Results

Learning Using ResNet50

Table 7: Training & Validation Results
(Transfer Learning Using Resnet50)

Parameter ing Phase Fine-Tuning
(Feature Ex- Phase Parameter Value
traction)
Total Images 6,000
Total Images |6,000 6,000 8 (At, A—, AB+, AB-,
g Number of Classes B+. B, O+, O-)
8 (A+, A— 8 (A+, A— -
> > > > Training Images 4,803
Igfmber of |B+ B, AB+, | B+, B, AB+, £ mae
asses AB-, O+, O-) | AB—, O+, O-) Validation/Test Images 1,197
Training Im- Train—Validation Split ~80% : 20%
4,803 4,803 .
ages ResNet50 (pre-trained
Base Model
. on ImageNet)
Validation/Test 11 11
Images 197 197 Feature Extraction:
Trainable Layers frozen, Fine-Tuning:
Train— last 30 layers
Validation ~80% :20% |~80% : 20%
. le-4 (reduced auto-
Split Learning Rate matically via ReduceL-
VGG16 (pre- | VGG16 (pre- ROnPlateau)
Base Model trained on Im- |trained on Im- Evochs 30 (EarlyStopping at
ageNet) ageNet) P epoch 29)
Upper VGG16 Best Training Accuracy 96.57% (epoch 28)
Trainable Lay- Only custom layers + clas- ini
rama Y™ | classification | &YCrS. Best Training Loss 0.1053 (epoch 28)
ers sification lay- A
layers ors Best Validation Accuracy | 89.14% (epoch 29)
0.00001 (1 Best Validation Loss 0.3293 (epoch 29)
. . e_
Learning Rate |0.0001 (le-4) 5) Rapid improvement
first 10 epochs, steady
Epochs 10 20 Performance Trend fine-tuning improve-
ment thereafter; early
Best Training o o stopping triggered at
Accuracy 38.62% 64.31% epoch 29
Best Trainin
LOSS g 1 53 1 1 08799 ResNet50 Accuracy ResNet50 Loss
— Thain Accuracy _—— 16 — Train Loss
- K " Validation Accuracy | /\/ \ Validation Loss
Best Validation 47.03% 71.76% Py \
Accuracy w / 2 \
Best Validation 1.3106 0.7708 l i
Loss w ‘( w
S . .f. t 05 " " ‘\,«\’\
Performance | Initial feature |> 50 Cah . / u S
. accuracy im-
Trend learning S T S A
provement P o

Figure 8: Transfer Learning Using Resnet50 Train Val
Accuracy and Loss
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D. Comparative Analysis

Table 8: Final Comparative analysis

Thresholding, Nor-
malization

ing

Enhanced CNN ResNet50
Base Paper (IEEE- . .
Aspect (Untitled-2 — | VGG16 (Transfer Learning) (Transfer
2025) )
Your Work) Learning)
Input Data Fingerprint images Fingerprint images Fingerprint images Fingerprint images
Image Size Not explicitly specified 128 x 128 224 x 224 (RGB) 224 x 224 (RGB)
(Grayscale)
CLAHE, Gaussian .
. . . Rescaling + model
. .. . Blur, Adaptive Rescaling + model-specific preprocess- .
Preprocessing Basic image processing . -specific preproc-

essing

Feature Extraction

Automatic feature extrac-
tion using CNN convolu-
tional layers

Automatic CNN
feature learning

Pre-trained ImageNet features

Pre-trained Ima-
geNet features

Improved Convolutional

Enhanced CNN with

Neural Network (ICNN) . Deep CNN
Model Type — CNN-based deep learn- gzs]glﬁ;al Blocks Deep CNN (VGG16) (ResNet50)

ing classifier

. Medium (Custom + Very Deep (50
Architecture Depth Shallow Residual learning) Very Deep (16 layers) layers)
Residual Connections No Yes No Yes
Class Imbalance Han- Class Weights Ap- . . Class Weights
dling Not addressed plied Class Weights Applied Applied
.. . . Early Stopping + LR | .. . . Fine-tuning / Fea-

Training Strategy Conventional training Reduction Fine-tuning / Feature extraction ture extraction

Train—Val-Test Split

70% — 15% — 15%

70% — 15% — 15%
(Stratified)

Same dataset split

Same dataset split

Accuracy, Precision,

Evaluation Metrics Accuracy Recall, F1-Score, Accuracy Accuracy
Confusion Matrix
Test Accuracy Lower (baseline perform- | Highest (Improved & | . .
(Reported) ance) stable) High High
Computational Cost Low Moderate High Very High
Overfitting Risk Medium Low (Dropout + BN) | High (small dataset) ilgh (small data-
o High (Balanced
Suitability for Real- Limited accuracy + effi- Moderate Moderate
World Use .
ciency)
Training Accuracy ~0.86 0.98-0.99 ~0.64 ~0.96
Training Loss Moderate (~0.3-0.4) Very Low (~0.04) High (~0.88) Low (~0.11)
Validation Accuracy | ¢5 0 86 ~0.92 ~0.72 ~0.89
(Best)
Validation Loss (Best) ~0.35 ~0.29 ~0.73 ~0.30
Test Accuracy 0.86 0.9156 (Highest) ~0.71 ~0.89
Test Loss Not clearly reported 0.226 High ~0.29
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Figure 9: Basic CNN [1]

Basic CNN[1] Enhanced ICNN
(Proposed Work)
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l l
Basic CNN Normalization (0-1 Scal-
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Enhanced ICNN
|- — CNN Layers
| — Residual Blocks
Batch Normaliza-
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l
Softmax Output
l
Predicted Blood Group

Res| Resize
(128 x 128) (128 x 18 x1]
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Conversion Enhahcment)
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Figure 10: Enhanced ICNN (Proposed Word)

The Proposed Work (Enhanced ICNN) is
significantly better for this task. While the
first method provides a basic framework,
the second introduces critical architectural
improvements that address the specific
challenges of fingerprint analysis and deep
learning stability.

VII. CONCLUSION AND FUTURE WORK

This comparison shows that the Enhanced
CNN model (our proposed work) performs
better than both the base IEEE-2025 paper
model and the transfer learning models
(VGG16 and ResNet50) for fingerprint-
based blood group classification.

The base paper model uses a simple CNN
with limited preprocessing and fewer
evaluation metrics. Because of this, its
accuracy and real-world usefulness are
limited.

The VGG16 and ResNet50 models use
powerful pre-trained networks, but they are
computationally expensive and tend to
overfit on small fingerprint datasets.
VGG16 shows poor training and test
accuracy, while ResNet50 performs better
but still requires high computation and
does not give the best overall results.
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In contrast, the Enhanced CNN combines
advanced preprocessing (CLAHE, filtering,
normalization), residual connections, class-
weight handling, and regularization
techniques (Dropout and Batch
Normalization). This results in: Highest test
accuracy (91.56%), Lower test loss, Better
balance between accuracy, stability, and
efficiency, Reduced overfitting, Lower
computational cost than deep transfer
learning models

Overall, the Enhanced CNN model is the
most suitable for real-world applications,
especially in resource-limited
environments, as it provides reliable,
accurate, and efficient blood group
prediction from fingerprint images.

The proposed Enhanced ICNN model can
be further improved and extended in several
ways:

Larger and more diverse datasets:
Collecting fingerprint images from different
populations and sensors to improve
generalization. Integration with mobile or
portable devices: Enabling real-time, on-
site blood group detection in hospitals,
blood donation camps, or remote areas.
Hybrid models: Combining CNN features
with other biometric or physiological data
for enhanced accuracy. Explainable AlI:
Implementing techniques like Grad-CAM to
visualize which fingerprint features
influence predictions. Edge deployment:
Optimizing the model for low-power
devices to reduce dependency on high-end
computation.
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